
 

 

The  Case for
Labeled Computer  Architecture



A Brief Intro of ICT
• Institute of Computing Technology (ICT) founded in 1956

• ICT made many “The 1st” in China’s computer history 
– The 1st digital computer, 103 (1958)
– The 1st vector supercomputer, 757 (1983)
– The 1st SMP server, Dawning-1 (1993)
– The 1st general-purpose CPU, Loongson (2001)
– The 1st DNN accelerator, DianNao (2014) 



Lenovo & Dawning
• ICT founded Lenovo in 1984 ($65B)
• ICT founded Dawning in 1995 ($4B) 



Recent Startups
• Cambricon, focusing on AI accelerators, 

founded in 2016 (Unicorn, $2.5B)



Labeled Computer Architecture 

New Interfaces of 
Conveying High-level Information to 

the Hardware

Virtualization
Quality of Service

Security
……



Performance Variation (1)

T. Chen et al., Statistical Performance 
Comparisons of Computers, HPCA 2012.

%  

lRun a program for 10000 times

Parameters:

Variations (%):



Performance Variation (2)
l Run a service on a Google’s datacenter

l Process 10000 requests

D. Krushevskaja and M. Sandler, Understanding 
Latency Variations of Black Box Services, WWW 2013.

 

Parameters:

Variations (%):

Dist. of Res. Time



A Typical Google’s Server

/
J. Dean, Achieving Rapid Response Times in 
Large Online Services, talk at Berkeley, 2012.

Sharing!



Unmanaged Sharing
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FAA, White Paper on Issues Associated with Interference Applied to Multicore Processors, 2016



It’s everywhere

 

Lo et al. Heracles: Improving Resource Efficiency at Scale, ISCA, 2015. 



Google’s Efforts in Software Stack

Borg 
Linux Container

Cgroups
Backup Requests 

Priority 
Sync-back-tasks

……

 

[1] J. Dean, L. Barroso, “The tail at scale”, Communication of the ACM, Feb. 2013.
[2] J. Dean, “Achieving Rapid Response Times in Large Online Services”, talk at Berkeley, 2012.
[3] Abhishek Verma et al., Large-scale cluster management at Google with Borg, EuroSys, 2015. 



• Utilization: 30%à70%
• 99th %ile tail latency increases: 10x 

���������
R. Kapoor et al. Chronos: Predictable Low Latency 

for Data Center Applications, SOCC, 2012. 

Utilization v.s. User Experience



User Perceived Latency

L. Ravindranath et al., Timecard: Controlling User-Perceived Delays in Server-Based Mobile Applications, SOSP, 2013. 

Variable End-to-End Latency

Datacenters 
account for 50~60%



Negative Impact on Real-time Systems

• Aviation:  leave 
one active core, 
turn off other cores

• Smartphone: 
Overprovision 
resources

http://ukaerodynamics.co.uk/the-aerodynamics-basics/



More Hardware Support Needed

Dick Sites, Datacenter Computers: modern challenges in CPU design, 2015. 



Intel’s RDT
• In April 2016, Intel released Resource Director 

Technology (RDT)
– Cache Monitoring Technology (CMT)
– Cache Allocation Technology (CAT) 
– Memory Bandwidth Monitoring(MBM)
– Code and Data Prioritization (CDP)

[1] https://www.intel.com/content/www/us/en/architecture-and-technology/resource-director-technology.html
[2] Improving Real-Time Performance by Utilizing Cache Allocation Technology, Intel Corporation, Apr 2015.



ARM’s MPAM
• ARM is catching up: Memory Partition and 

Monitoring (MPAM)

https://community.arm.com/processors/b/blog/posts/introducing-2017s-extensions-to-the-arm-architecture



Academy’s Efforts

“New, high-level interfaces are
required to convey programmer
and compiler knowledge to the
hardware.”

21st Century Computer Architecture



My Story at Princeton



Prof. 
Jenifer Rexford

Prof. 
David Walker

Xin Jin

SDN Research @ Princeton



Labeled Network
• Fine-grain�every packet has a label
• Semantics�correlate labels with users’ demand
• Propagation�propagate labels in a whole network
• DiffServ�process packets differentiately based on 

labels; SDN further provides programmability

MPLS is widely used for VPN and QoS



Reconstruct a computer 
as an SDN network? 

• Hardware components communicate via internal 
packets, e.g., PCIe packets, NoC packets, QPI packets

Yes!



Labeled von Neumann Architecture 
(LvNA)

• Fine-grain�attach a label to each memory and I/O request
• Semantics4correlate labels with VM/Proc/Thread/Var
• Propagation4propagate labels in a whole machine
• Programmable label control logic (CL):4provide 

differentiated services based on different label-indexed rules

 2 2 .. -
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Bao and Wang, Labeled von Neumann Architecture for Software-Defined Cloud, 
Journal of Computer Science and Technology, 2017 Vol. 32 (2): 219-223. 

P0
CPU

Memory

OutputInput



Revisiting Tagged Architecture
• Edward A. Feustel
• Rice Univ.In 1973, Feustel proposed 

Tagged Architecture to replace  
von Neumann architecture
• All data elements are assigned 

with a type tag
• Tags are stored in memory
• Tags trigger trap to process

Too complicated to impl



LvNA’s Principles

• #1: Labels should be as simple as possible
• #2: Labels are stored in requests rather than in memory
• #3: Control logics (CLs) reside in datapaths

LSQ

Minimal intrusion to the existing architecture



Programmable Architecture for Resourcing-on-Demand

PARD

CL CL CL CL

CL

CLCL
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Registers to store labels
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Core

Shared Last Level Cache

I/O
Chipset

Memory
Controller

Core Core

Disk NICDisk Disk

…
VM0 VM1 VMn

DS-id DS-id DS-id

DS-id DS-id
DS-id
DS-id

DS-id DS-id

Add label
registers



Assign Entities w/ Labels
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Label Propagation
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Programmable Control Logic
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Attempt 1: MCU-based CL

Cache Replacement

Memory Access 
Encryption

Address Mapping
for Virtualization

 2 7 7 2 2 1 1 7 7 01 7
7 2 . 7 7 0 , 2



Attempt 2: Tables as CL 
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Cache Controller Memory Controller



Platform Resource Manager (PRM)
• Connect all control logics
• Run Linux-based firmware
• Abstract CLs as files
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Implementation
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• Full-system cycle-accurate simulator• FPGA prototype on Xilinx VC709 evaluation board• MicroBlaze version• RISC-V version

Open Sourced *

Deprecated 
Open Sourced +



Labeled RISC-V 
• 4 core/16-way L2$/DRAMCtrler/1GbE
• Run on different FPGAs

, -  - -
2 0 7 7 .01 . ( - .0 1 0 ( )  



8-node FlameCluster Prototype

�

8 , 2
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• Each node: Labeled RISC-V

• Run Linux, Ceph Client, labeled TCP/IP Stack



Berkeley’s FireSim
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Demo 1: Label-based Virtualization
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Hypervisor



Demo 2�Performance Isolation

• Control memory BW 
based  on labeled token 
buckets

• Cache partitioning based 
on labels





Performance Evaluation

- 2

CPU Util: Increase 4X 
25%à100%

% +- +- 10 -

Reduce 3.4X



Automated LLC Management

•

Solo After adjusted Dynamic Auto-adjust

∆"#$%&$' = ). +%

Bzip2

• Save ~30% of LLC 
for Bzip2



Taping out Labeled RISC-V

• We have been taping out 
an SoC with TSMC 40nm 
technology
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https://www2.eecs.berkeley.edu/Pubs/TechRpts/2016/EECS-2016-17.pdf

DS-id DS-id

TL2.dsid <-> axi.user

DS-id Base Len
1 0x0000 0x4000
2 0x8000 0x8000

CL

CL

Address 
mapping

Labeled 
token 
bucket

PRM



HW: New Functionality 

Hardware

Hypervisor

Operating System

Runtime Library
Compiler

Schedule Framework

Application
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• Add new functionality into CL
• Encryption/Decryption, Compression, Virtualization, 

Monitoring, …

• Prof. Sally McKee’s group is working on 
security based LvNA



Fine-grained labeling

Hardware

Hypervisor

Operating System

Runtime Library
Compiler

Schedule Framework

Application
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• Process (w/ Cgroup)
• Process/container-level
• Thread-level

• Address space
• Function-level
• Object-level

Process
labeling

Core

P0 P1
dsid start end
1 0x8000 0xffff
3 0x2000 0x27ff
Address space labeling

Finished 



Fine-grained labeling

Hardware

Hypervisor

Operating System

Runtime Library
Compiler

Schedule Framework

Application
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• Address space labeling
• Function-level
• Object-level

dsid start end
1 0x8000 0xffff
3 0x2000 0x27ff



Programming 

Hardware

Hypervisor

Operating System

Runtime Library
Compiler

Schedule Framework

Application
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• New programming model for expressing  
QoS/timing/security requirements
• Compilers translate requirements 

into label-based rules.

#progma qos(10s)
sort();

SLA = 10s
working set
= 64KB
…

QoS Desc.

dsid start end
1 0x8000 0xffff
3 0x2000 0x27ff

…
call sort
…

Binary



Tutorial @ ISCA 2018
• http://sdc.ict.ac.cn/isca2018-tutorial/

http://sdc.ict.ac.cn/isca2018-tutorial/


• LvNA: a concept of software-defined architecture
• Labeled RISC-V: an implementation of LvNA
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Conclusion



Building Systems is Fun
• Building systems that will fail

"It almost goes without saying that ambitious 
systems never quite work as expected. Things 
usually go wrong, sometimes in dramatic ways.“

-- Fernando J. Corbató

• Building systems that really work
"We built an initial prototype, putting in the first 
90% of the effort required to create a real 
system and ... to make INGRES really work.“

-- Michael Stonebraker
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Overhead: Latency Analysis

• Cache: CL does not add 
extra latency  

• Memory controller: CL 
reduces queuing delay of high 
priority requests by 6X,
increases that of low-pri by 
33%



Cache CL latency analysis
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Lookup Parameter Table Update Statistics Table

Receive
Write

Request
Access

TagArray
Access

LRU-
History

Send
Memory
Request

Access DataArray

Access
MSHR

Update
TagArray

Enhanced LRU
with Way-Partition

Check Trigger Table



OpenSPARC
T1

Open Sourced Chips
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Already Open Sourced

. F 5 A , BC AF B D9 4 (  
,BIA B 9 0 7 9 2 3 4 DB F G7
GDA F 7 F FB -1.)

0 GA 0 AG BA 2 3 4
2GA CC F BA

+ http://github.com/LvNA-system/labeled-RISC-V

5 Steps to use Labeled RISC-V
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Access Control Logics
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Query Parameters
cat /sys/cpa/cpa0/…/parameter/param1

Setting Parameters
echo 10 > /sys/cpa/cpa0/…/parameter/param2

Query Control Logic Info
cat /sys/cpa/cpa0/ident
cat /sys/cpa/cpa0/type


