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A Retrospective
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Software improvements

 Further the state of the Arm HPC software ecosystem

 Focus on both tool improvements (incremental) and explore 
research ideas

 Both open source and commercial tools have been developed as 
part of this project.
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GCC LLVM Mercurium
Compilers

SLURM OpenLDAP NTP Ganglia
Cluster management

Power management Lustre NFSDVFS
Hardware support 

(Heterogeneous) Hardware

ATLAS Arm Performance Libraries BLIS
Scientific libraries

Kernels Mini-applications Full applications
Applications (source files – C/C++/Fortran/Python etc.)

HPC Arm Software Stack
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Porting MAQAO & CERE

Optimised Arm Performance Libraries

Porting PGI-Flang

OpenMP+OmpSs heterogeneous support 
improvements

OmpSs accelerator support improvements
LLVM+GNU OpenMP optimisations

Porting TinyMPI
OmpSs and MPI communication/computation 

overlap
Topology-aware MPI

Linux kernel heterogeneous support 
improvements

memcpy-optimisations techniques via RDMA

Heterogeneous device specifications

Power management improvements

+  Contribution to OpenHPC (from 1.2)

OpenMP Nanos++ HSA MPI
Runtime libraries

RedHat DriversUbuntu OpenSUSE CentOS Fedora
Operating System (Linux kernel-based)

Extrae Perf MAQAO AllineaPAPI
Developer tools
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Highlights

 Atos Arm Software Stack (commercial offering on Atos’ Arm-
based Sequana platforms) by Atos

 Arm Fortran Compiler by Arm
 MAQAO and CERE tools by UVSQ
 DAST by BSC
 TinyMPI by ETHZ
 MPI+OmpSs communication and computation overlap by HLRS 

& BSC
 Heterogeneous hardware scheduling by Arm
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MAQAO
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Static binary analysis
Control-flow reconstruction

Plugins for:
Instrumentation API
Static Performance Modelling

Being ported to ARM



CERE
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DAST

 Stage 1: Move runtime overhead to an additional thread (task & dependence
management)

 Stage 2: Distributed DAST

 Functionalities
 Task and dependence management

• Task [allocation and] submission within OmpSs
• Push/pop tasks to/from the task graph, including dependency calculation

 Evaluated on Arm big.LITTLE (Armv7), Dibona (Armv8), Tasksim & more

 Test applications: STREAM, Cholesky, BlackSholes, Fluidanimate & more

May 19th, 2017HPCAFE-20178



TinyMPI
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Conclusions

 The software ecosystem has advanced both in terms of new 
software and expanding the capabilities of existing solutions.

 Strong focus on open-source software, with some commercial 
solutions too.

 Good coverage of multiple levels of the software stack, however, 
there’s always more we can do!
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