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▶ Increasing demand of alternative to x86 hegemonic position in HPC

▶ expecting a better energy efficiency (and pricing)

▶ strong and vibrant ecosystem inherited from embedded community
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Motivations

https://www.google.co.uk/search?q=why&rlz=1C1GCEB_enFR807FR807&source=lnms&tbm=isch&sa=X&ved=0ahUKEwi33o-0qcPdAhWqI8AKHd2aBpwQ_AUICigB&biw=1366&bih=592#imgrc=wHN5nLBSZthuZM:
https://www.abcteach.com/documents/clip-art-parts-of-the-body-arm-color-i-abcteachcom-17953
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The Mont-Blanc prototypes

http://3s81si1s5ygj3mzby34dq6qf-wpengine.netdna-ssl.com/wp-content/uploads/2017/01/bsc-mont-blanc-roadmap.jpg
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From Bull Sequana X1000 …

compute cabinet base

compute cabinet extension

rack swicth

compute blade

▶ free water cooling system
(3 l/min via 4 liquid channels per blade)
▶ 2 * 48 compute blade
(2 *144 bi-socket nodes)
▶ 256GB/s sideplane (NIC L1)
▶ 256GB/s copper cable (L1 L2)
▶ …

4



| 18-09-2018 | Joël Wanza | © Atos
BDS | R&D | Product Architecture and Program
5

… to Mont-Blanc dibona platform

C Extension compute rack cabinet

A Base compute rack cabinet
B Switch rack cabinet
CN: compute node
LX: level X switch

▶ 16 blades * 3 bi-socket compute nodes

L1

L2

L1

L2
… 4 …

… 4 …

…
12 CN

…
12 CN

… 4 …
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Cavium ThunderX2 based compute blade

44mm x 600mm x 540mm▶ Compute blade density optimized for 2 sockets 
with up to 8 memory channels per socket in 1U

▶ Interconnection technology is Infiniband EDR 
using Mellanox 36-port switches:

– One Mellanox IB EDR NIC is available per 
compute node 

– Passive copper cables are used for node 
connections inside the cell 

– Optical cables are used for cell connection to 
upper level, and IO/service node connection at 
L1 level

▶ Interconnection topology - Fat-tree with a pruning 
factor of ½ at L1 level
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▶ 2 ThunderX2 CPU (32 cores per CPU, 32MB L3 cache)
▶ 16 DDR4 DIMM slots (8 channels per CPU)
▶ Aspeed AST2500 BMC
▶ SATA drives (SSD only)
▶ FPGA for Reset & Power Sequencing and for sensors monitoring
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Cavium ThunderX2 based compute node



Summary
 The Mont-Blanc Dibona prototype:

 48 nodes, each node includes 2 ThunderX2 processors SKU 155W
 48 * 2 * 32 cores @ 2GHz 
 48 * 2 * 128 GB memory and 48 * 2 * 128 GB local storage (+ 8TB nfs)
 Fat tree interconnect topology with EDR 100Gb/s
 Theoretical peak performance of > 49 Tflops

 Open platform for scientific research
 BullSequana is ready to integrate further high end ARM based processors, from HW to the 

SW stack.

Sept. 2018Cambridge - Arm Research Summit8



Sept. 2018Cambridge - Arm Research Summit9
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joel.wanza-weloli@atos.net
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For more information please contact:
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